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#### Abstract

In this article, we classify the class of hidden Markov models through the laws of the observation processes, since the Markov chains are not observable. Here, we also present some properties regarding this classification. Key words: Hidden Markov, representations, equivalent.


## 1. Introduction

A hidden Markov model consists of two processes, ie: a Markov chain and an observed process. The Markov chain in a hidden Markov model is not observable. So, inference concerning the hidden Markov model has to be based on the information of the observed process alone. By this fact, two hidden Markov models wkich have the observed processes with the same law are theoretically indistinguishable. In this case, its is said that these two models are equivalent and their representations are also said to be equivalent.

In this article, we study the properties of this equivalence relation which give characteristics to the class of hidden Markov models.

In section 2, a hidden Markov is defined and an example is also given. In section 3, we define the equivalence relation in the class of hidden markov models and section 4 presents some properties of this equivalence relation.

## 2. Hidden Markov Models

Let $\left\{X_{t}: t \in \boldsymbol{N}\right\}$ be a finite state Markov chain defined on a probability space $(\Omega, \mathcal{F}, P)$. Suppose that $\left\{X_{t}\right\}$ is not observed directly, but rather there is an observation process $\left\{Y_{t}: t \in \boldsymbol{N}\right\}$ defined on $(\Omega, \mathcal{F}, P)$. Then consequently, the Markov chain is said to be hidden in the observations. A pair of stochastic processes $\left\{\left(X_{t}, Y_{t}\right): t \in \boldsymbol{N}\right\}$ is called a hidden Markov model. Precisely, according to [3], a hidden Markov model is formally defined as follows.

Definition 2.1. A pair of discrete time stochastic processes $\left\{\left(X_{t}, Y_{t}\right)\right.$ : $t \in \boldsymbol{N}\}$ defined on a probability space $(\Omega, \mathcal{F}, P)$ and taking values in a set $\boldsymbol{S} \times \mathcal{Y}$, is said to be a hidden Markov model (HMM), if it satisfies the following conditions.

1. $\left\{X_{t}\right\}$ is a finite state Markov chain.
2. Given $\left\{X_{t}\right\},\left\{Y_{t}\right\}$ is a sequence of conditionally independent random variables.
3. The conditional distribution of $Y_{n}$ depends on $\left\{X_{t}\right\}$ only through $X_{n}$.
4. The conditional distribution of $Y_{t}$ given $X_{t}$ does not depend on $t$. Assume that the Markov chain $\left\{X_{t}\right\}$ is not observable. The cardinality $K$ of $\boldsymbol{S}$, will be called the size of the hidden Markov model.

The following is an example of a hidden Markov model which is adapted from [1].
Example 2.2. Let $\left\{X_{t}\right\}$ be a Markov chain defined on a probability space $(\Omega, \mathcal{F}, P)$ and taking values on $\boldsymbol{S}=\{1, \ldots, K\}$. The observed process $\left\{Y_{t}\right\}$ is defined by

$$
\begin{equation*}
Y_{t}=c\left(X_{t}\right)+\sigma\left(X_{t}\right) \omega_{t}, \quad t \in \boldsymbol{N} \tag{2.1}
\end{equation*}
$$

where $c$ and $\sigma$ are real valued functions and positive real valued function on $\boldsymbol{S}$ respectively, and $\left\{\omega_{t}\right\}$ is a sequence of $N(0,1)$ independent, identically distributed (i.i.d.) random variables.

Since $\left\{\omega_{t}\right\}$ is a sequence of $N(0,1)$ i.i.d. random variables, then given $\left\{X_{t}\right\},\left\{Y_{t}\right\}$ is a sequence of independent random variables. From (2.1), it is clear that $Y_{t}$ is a function of $X_{t}$ only, then the third condition of Definition 2.1 holds. Let $y \in \mathcal{Y}$ and $i \in \boldsymbol{S}$. Let $c_{i}=c(i)$ and $\sigma_{i}=\sigma(i)$, then

$$
\begin{align*}
P\left(Y_{t} \leq y \mid X_{t}=i\right) & =P\left(c_{i}+\sigma_{i} \omega_{t} \leq y\right) \\
& =P\left(\sigma_{i} \omega_{t} \leq y-c_{i}\right) \\
& =\int_{-\infty}^{y-c_{i}} \phi_{i}(z) d z \tag{2.2}
\end{align*}
$$

where

$$
\begin{equation*}
\phi_{i}(z)=\frac{1}{\sigma_{i} \sqrt{2 \pi}} e^{-\frac{1}{2}\left(\frac{z}{\sigma_{i}}\right)^{2}} . \tag{2.3}
\end{equation*}
$$

Thus from (2.2) and (2.3), the conditional density of $Y_{t}$ given $X_{t}=i$ is $\phi_{i}\left(\cdot-c_{i}\right)$ which does not depend on $t$. Therefore it can be concluded that $\left\{\left(X_{t}, Y_{t}\right)\right\}$ is a hidden Markov model.

## 3. Representations of a Hidden Markov Model

Let $\left\{\left(X_{t}, Y_{t}\right)\right\}$ be a hidden Markov model defined on the probability space $(\Omega, \mathcal{F}, P)$, taking values on $\boldsymbol{S} \times \mathcal{Y}$, where $\boldsymbol{S}=\{1, \ldots, K\}$ and $\mathcal{Y}=\boldsymbol{R}$. Let $A=\left(\alpha_{i j}\right)$ be the transition probability matrix and $\pi=$ $\left(\pi_{i}\right)$ be the initial probability distribution of the Markov chain $\left\{X_{t}\right\}$. Assume for $i=i, \ldots, K$, the conditional densities of $Y_{t}$ given $X_{t}=i$ with respect to the measure $\mu, p(\cdot \mid i)$, belong to the same family $\mathcal{F}$,
where $\mathcal{F}=\{f(\cdot \mid \theta): \theta \in \Theta\}$ is a family of densities on a Euclidean space with respect to the measure $\mu$, indexed by $\theta \in \Theta$. This means that for each $i=1, \ldots, K$,

$$
p(\cdot \mid i)=f\left(\cdot, \theta_{i}\right),
$$

for some $\theta_{i} \in \Theta$.
From the result of [4], it can be seen that the law of the hidden Markov model $\left\{\left(X_{t}, Y_{t}\right)\right\}$ is completely specified by :
(a). The size $K$.
(b). The transition probability matrix $A=\left(\alpha_{i j}\right)$, satisfying

$$
\alpha_{i j} \geq 0, \quad \sum_{j=1}^{K} \alpha_{i j}=1, \quad i, j=1, \ldots, K
$$

(c). The initial probability distribution $\pi=\left(\pi_{i}\right)$ satisfying

$$
\pi_{i} \geq 0, \quad i=1, \ldots, K, \quad \sum_{i=1}^{K} \pi_{i}=1
$$

(d). The vector $\theta=\left(\theta_{i}\right)^{T}, \theta_{i} \in \Theta, i=1, \ldots, K$, which desribes the conditional
densities of $Y_{t}$ given $X_{t}=i, i=1, \ldots, K$.
Definition 3.1. Let $\phi=(K, A, \pi, \theta)$. The parameter $\phi$ is called a representation of the hidden Markov model $\left\{\left(X_{t}, Y_{t}\right)\right\}$.

Thus, the hidden Markov model $\left\{\left(X_{t}, Y_{t}\right)\right\}$ can be represented by a representation $\phi=(K, A, \pi, \theta)$.

On the otherhand, we can also generate a hidden Markov model $\left\{\left(X_{t}, Y_{t}\right)\right\}$ from a representation $\phi=(K, A, \pi, \theta)$, by choosing a Markov chain $\left\{X_{t}\right\}$ which takes values on $\{1, \ldots, K\}$ and its law is determined by the $K \times K$-transition probability matrix $A$ and the initial probability $\pi$, and an observation process $\left\{Y_{t}\right\}$ taking values on $\mathcal{Y}$, where the density functions of $Y_{t}$ given $X_{t}=i, i=1, \ldots, K$ are determined by $\theta$.

## 4. Equivalent Representations

Let $\phi=(K, A, \pi, \theta)$ and $\widehat{\phi}=(\widehat{K}, \widehat{A}, \widehat{\pi}, \widehat{\theta})$ be two representations which respectively generate hidden Markov models $\left\{\left(X_{t}, Y_{t}\right)\right\}$ and $\left\{\left(\widehat{X}_{t}, Y_{t}\right)\right\}$. The $\left\{\left(X_{t}, Y_{t}\right)\right\}$ takes values on $\{1, \ldots, K\} \times \mathcal{Y}$ and $\left\{\left(\widehat{X}_{t}, Y_{t}\right)\right\}$ takes values on $\{1, \ldots, \widehat{K}\} \times \mathcal{Y}$. For any $n \in \boldsymbol{N}$, let $p_{\phi}(\cdot, \cdots, \cdot)$ and $p_{\hat{\phi}}(\cdot, \cdots, \cdot)$ be the $n$-dimensional joint density function of $Y_{1}, \ldots Y_{n}$ with respect to $\phi$ and $\widehat{\phi}$. Suppose that for every $n \in \boldsymbol{N}$,

$$
p_{\phi}\left(Y_{1}, \ldots, Y_{n}\right)=p_{\hat{\phi}}\left(Y_{1}, \ldots, Y_{n}\right)
$$

Then $\left\{Y_{t}\right\}$ has the same law under $\phi$ and $\widehat{\phi}$. Since in hidden Markov models $\left\{\left(X_{t}, Y_{t}\right)\right\}$ and $\left\{\left(\widehat{X}_{t}, Y_{t}\right)\right\}$, the Markov chains $\left\{X_{t}\right\}$ and $\left\{\widehat{X}_{t}\right\}$
are not observable and we only observed the values of $\left\{Y_{t}\right\}$, then theoretically, the hidden Markov models $\left\{\left(X_{t}, Y_{t}\right)\right\}$ and $\left\{\left(\widehat{X}_{t}, Y_{t}\right)\right\}$ are indistinguishable. In this case, it is said that $\left\{\left(X_{t}, Y_{t}\right)\right\}$ and $\left\{\left(\widehat{X}_{t}, Y_{t}\right)\right\}$ are equivalent. The representations $\phi$ and $\widehat{\phi}$ are also said to be equivalent, and will be denoted as $\phi \sim \widehat{\phi}$.

For each $K \in \boldsymbol{N}$, define

$$
\begin{align*}
\Phi_{K}=\{\phi: \phi & =(K, A, \pi, \theta), \text { where } A, \pi \text { and } \theta \text { satisfy }: \\
A & =\left(\alpha_{i j}\right), \quad \alpha_{i j} \geq 0, \quad \sum_{j=1}^{K} \alpha_{i j}=1, \quad i, j=1, \ldots, K \\
\pi & =\left(\pi_{i}\right), \quad \pi_{i} \geq 0, \quad i=1, \ldots, K, \quad \sum_{i=1}^{K} \pi_{i}=1 \\
\theta & \left.=\left(\theta_{i}\right)^{T}, \quad \theta_{i} \in \Theta, \quad i=1, \ldots, K\right\} \tag{4.1}
\end{align*}
$$

and

$$
\begin{equation*}
\Phi=\bigcup_{K \in \boldsymbol{N}} \phi_{K} \tag{4.2}
\end{equation*}
$$

The relation $\sim$ is now defined on $\Phi$ as follows.

Definition 4.1. Let $\phi, \widehat{\phi} \in \Phi$. Representations $\phi$ and $\widehat{\phi}$ are said to be equivalent, denoted as

$$
\phi \sim \widehat{\phi}
$$

if and only if for every $n \in \boldsymbol{N}$,

$$
p_{\phi}\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)=p_{\widehat{\phi}}\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)
$$

Remarks 4.2. It is clear that relation $\sim$ forms an equivalence relation on $\Phi$.

Let $\phi=(K, A, \pi, \theta) \in \Phi_{K}$, then under $\phi, Y_{1}, \ldots, Y_{n}$, for any $n$, has joint density

$$
\begin{equation*}
p_{\phi}\left(y_{1}, \ldots, y_{n}\right)=\sum_{x_{1}=1}^{K} \cdots \sum_{x_{n}=1}^{K} \pi_{x_{1}} f\left(y_{1}, \theta_{x_{1}}\right) \cdot \prod_{t=2}^{n} \alpha_{x_{t-1}, x_{t}} f\left(y_{t}, \theta_{x_{t}}\right) . \tag{4.3}
\end{equation*}
$$

Let $\sigma$ be any permutation of $\{1,2, \ldots, K\}$. Define

$$
\begin{aligned}
\sigma(A) & =\left(\alpha_{\sigma(i), \sigma(j)}\right) \\
\sigma(\pi) & =\left(\pi_{\sigma(i)}\right) \\
\sigma(\theta) & =\left(\theta_{\sigma(i)}\right)^{T} .
\end{aligned}
$$

Let

$$
\sigma(\phi)=(K, \sigma(A), \sigma(\pi), \sigma(\theta))
$$

then $\sigma(\phi) \in \Phi_{K}$ and easy to see from (4.3) that

$$
p_{\phi}\left(y_{1}, \ldots, y_{n}\right)=p_{\sigma(\phi)}\left(y_{1}, \ldots, y_{n}\right)
$$

implying $\phi \sim \sigma(\phi)$. So we have the following lemma.
Lemma 4.3. Let $\phi \in \Phi_{K}$, then for every permutation $\sigma$ of $\{1,2, \ldots, K\}$,

$$
\sigma(\phi) \sim \phi
$$

Lemma 4.4. Let $\phi=(K, A, \pi, \theta) \in \Phi_{K}$. If $\theta_{i}=\gamma, i=1, \ldots, K$, for some $\gamma \in \Theta$, then

$$
\phi \sim \phi(\gamma)
$$

where $\phi(\gamma)=(1,(1),(1),(\gamma)) \in \Phi_{1}$.

## Proof :

For any $n \in \boldsymbol{N}$,

$$
\begin{aligned}
p_{\phi}\left(y_{1}, \ldots, y_{n}\right) & =\sum_{x_{1}=1}^{K} \cdots \sum_{x_{n}=1}^{K} \pi_{x_{1}} f\left(y_{1}, \gamma\right) \prod_{t=1}^{n} \alpha_{x_{t-1}, x_{t}} f\left(y_{t}, \gamma\right) \\
& =\prod_{t=1}^{n} f\left(y_{t}, \gamma\right) \\
& =p_{\phi(\gamma)}\left(y_{1}, \ldots, y_{n}\right),
\end{aligned}
$$

where $\phi(\gamma)=(1,(1),(1),(\gamma)) \in \Phi_{1}$. Hence $\phi \sim \phi(\gamma)$.

Lemma 4.5. Let $\phi=(K, A, \pi, \theta) \in \Phi_{K}$, where $\pi$ is a stationary probability distribution of $A$. Let $N$ be the number of non-zero $\pi_{i}$. Then there is $\widehat{\phi}=(N, \widehat{A}, \widehat{\pi}, \widehat{\theta}) \in \Phi_{N}$, such that :

1. $\widehat{\pi}_{i}>0$, for $i=1, \ldots, N$.
2. $\widehat{\pi}$ is a stationary probability distribution of $\widehat{A}$.
3. $\phi \sim \widehat{\phi}$.

## Proof :

Let $\phi=(K, A, \pi, \theta) \in \Phi_{K}$, where $\pi$ is a stationary probability distribution of $A$. Let $N$ be the number of non-zero $\pi_{i}$. Without lost of generality, suppose that

$$
\pi_{i}=0, \quad \text { for } i=N+1, \ldots, K
$$

Since

$$
\pi A=\pi,
$$

then

$$
\alpha_{i j}=0, \quad \text { for } i=1, \ldots, N ; \quad j=N+1, \ldots, K
$$

Set

$$
\begin{array}{rlr}
\widehat{\alpha}_{i j} & =\alpha_{i j}, & i, j=1, \ldots, N \\
\widehat{\pi}_{i} & =\pi_{i}, & i=1, \ldots, N \\
\widehat{\theta}_{i} & =\theta_{i}, \quad & i=1, \ldots, N .
\end{array}
$$

Let

$$
\widehat{A}=\left(\widehat{\alpha}_{i j}\right), \quad \widehat{\pi}=\left(\pi_{i}\right), \quad \widehat{\theta}=\left(\theta_{i}\right)^{T}
$$

and $\widehat{K}$-row vector

$$
\widehat{e}=(1,1, \ldots, 1)
$$

Then it is clear that

$$
\widehat{\pi}_{i}>0, \quad i=1, \ldots, N
$$

and

$$
\widehat{\pi} \widehat{A}=\widehat{\pi} .
$$

Let

$$
\widehat{B}(y)=\left(\begin{array}{cccc}
f\left(y, \theta_{1}\right) & 0 & \cdots & 0 \\
0 & f\left(y, \theta_{2}\right) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & f\left(y, \theta_{N}\right)
\end{array}\right), \quad y \in \mathcal{Y}
$$

and

$$
\widehat{M}(y)=\widehat{A} \widehat{B}(y)
$$

Take $\widehat{\phi}=(N, \widehat{A}, \widehat{\pi}, \widehat{\theta})$, then $\widehat{\phi} \in \Phi_{N}$ and

$$
\begin{aligned}
p_{\phi}\left(y_{1}, \ldots, y_{n}\right) & =\pi M\left(y_{1}\right) M\left(y_{2}\right) \cdots M\left(y_{n}\right) e \\
& =\widehat{\pi} \widehat{M}\left(y_{1}\right) \widehat{M}\left(y_{2}\right) \cdots \widehat{M}\left(y_{n}\right) \widehat{e} \\
& =p_{\widehat{\phi}}\left(y_{1}, \ldots, y_{n}\right)
\end{aligned}
$$

implying $\phi \sim \widehat{\phi}$.
Next lemma gives sufficient conditions for representations to be equivalent. The idea of this lemma comes from [2]

Lemma 4.6. Let $\phi=(K, A, \pi, \theta) \in \Phi_{K}$ and $\widehat{\phi}=(\widehat{K}, \widehat{A}, \widehat{\pi}, \widehat{\theta}) \in \Phi_{\widehat{K}}$. If there are $K \times \widehat{K}$-matrix $X$ and $\widehat{K} \times K$-matrix $Y$, such that

$$
\begin{align*}
\widehat{A} & =Y A X  \tag{4.4}\\
X \widehat{B}(y) & =B(y) X, \quad \forall y \in \mathcal{Y}  \tag{4.5}\\
\widehat{\pi} & =\pi X \\
\widehat{e} & =Y e \\
X Y & =I_{K},
\end{align*}
$$

then $\phi \sim \widehat{\phi}$.

## Proof :

From (4.4) and (4.5), for every $y \in \mathcal{Y}$,

$$
\begin{aligned}
\widehat{M}(y) & =\widehat{A} \widehat{B}(y) \\
& =Y A X \widehat{B}(y) \\
& =Y A B(y) X \\
& =Y M(y) X .
\end{aligned}
$$

For any $n \in \boldsymbol{N}$,

$$
\begin{aligned}
p_{\widehat{\phi}}\left(y_{1}, \ldots, y_{n}\right) & =\widehat{\pi} \widehat{B}\left(y_{1}\right) \widehat{M}\left(y_{2}\right) \cdots \widehat{M}\left(y_{n}\right) \widehat{e} \\
& =\pi X \widehat{B}\left(y_{1}\right) Y M\left(y_{2}\right) X \cdots Y M\left(y_{n}\right) X Y e \\
& =\pi B\left(y_{1}\right) X Y M\left(y_{2}\right) X \cdots Y M\left(y_{n}\right) X Y e \\
& =\pi B\left(y_{1}\right) I_{K} M\left(y_{2}\right) \cdots I_{K} M\left(y_{n}\right) I_{K} e \\
& =\pi B\left(y_{1}\right) M\left(y_{2}\right) \cdots M\left(y_{n}\right) e \\
& =p_{\phi}\left(y_{1}, \ldots, y_{n}\right) .
\end{aligned}
$$

Hence $\phi \sim \widehat{\phi}$.
Lemma 4.7. Let $\phi=(K, A, \pi, \theta) \in \Phi_{K}$ and $\widehat{\phi}=(\widehat{K}, \widehat{A}, \widehat{\pi}, \widehat{\theta}) \in \Phi_{\widehat{K}}$, where $\pi$ and $\widehat{\pi}$ are stationary probability distributions of $A$ and $\widehat{A}$ respectively. If there are $K \times \widehat{K}$-matrix $X$ and $\widehat{K} \times K$-matrix $Y$, such that

$$
\begin{aligned}
\widehat{M}(y) & =Y M(y) X, \quad \forall y \in \mathcal{Y} \\
\widehat{\pi} & =\pi X \\
\widehat{e} & =Y e \\
X Y & =I_{K}
\end{aligned}
$$

then $\phi \sim \widehat{\phi}$.
Remarks 4.8. Equation (4.6) implies $\widehat{A}=Y A X$.

## Proof :

For any $n \in \boldsymbol{N}$,

$$
\begin{aligned}
p_{\hat{\phi}}\left(y_{1}, \ldots, y_{n}\right) & =\widehat{\pi} \widehat{M}\left(y_{1}\right) \widehat{M}\left(y_{2}\right) \cdots \widehat{M}\left(y_{n}\right) \widehat{e} \\
& =\pi X Y M\left(y_{1}\right) X Y M\left(y_{2}\right) X \cdots Y M\left(y_{n}\right) X Y e \\
& =\pi I_{K} M\left(y_{1}\right) I_{K} M\left(y_{2}\right) I_{K} \cdots I_{K} M\left(y_{n}\right) I_{K} e \\
& =\pi M\left(y_{1}\right) M\left(y_{2}\right) \cdots M\left(y_{n}\right) e \\
& =p_{\phi}\left(y_{1}, \ldots, y_{n}\right) .
\end{aligned}
$$

Thus $\phi \sim \widehat{\phi}$.
Based on Lemma 4.6 and Lemma 4.7, we derive the following lemmas.
Lemma 4.9. For any $K \in \boldsymbol{N}$ and $\phi \in \Phi_{K}$, there is $\widehat{\phi} \in \Phi_{K+1}$, such that $\phi \sim \widehat{\phi}$.

## Proof :

Let $\phi=(K, A, \pi, \theta) \in \Phi_{K}$. Define a $K \times(K+1)$-matrix $X$ and a $(K+1) \times K$-matrix Y respectively as follow

$$
X=\left(\begin{array}{cc}
I_{K-1} & O_{K-1,2}  \tag{4.7}\\
O_{1, K-1} & a
\end{array}\right), \quad Y=\left(\begin{array}{cc}
I_{K-1} & O_{K-1,1} \\
O_{2, K-1} & 1 \\
\end{array}\right)
$$

where $a$ and $b$ are any real numbers, such that $a, b \geq 0$ and $a+b=1$. Notice that

$$
X Y=I_{K}
$$

and

$$
\widehat{e}=Y e .
$$

Let $\widehat{A}=\left(\widehat{\alpha}_{i j}\right)$ be a $(K+1) \times(K+1)$-matrix defined by

$$
\begin{align*}
\widehat{A} & =Y A X \\
& =\left(\begin{array}{ccccc}
\alpha_{1,1} & \cdots & \alpha_{1, K-1} & a \cdot \alpha_{1, K} & b \cdot \alpha_{1, K} \\
\vdots & \ddots & \vdots & \vdots & \vdots \\
\alpha_{K-1,1} & \cdots & \alpha_{K-1, K-1} & a \cdot \alpha_{K-1, K} & b \cdot \alpha_{K-1, K} \\
\alpha_{K, 1} & \cdots & \alpha_{K, K-1} & a \cdot \alpha_{K, K} & b \cdot \alpha_{K, K} \\
\alpha_{K, 1} & \cdots & \alpha_{K, K-1} & a \cdot \alpha_{K, K} & b \cdot \alpha_{K, K}
\end{array}\right) \tag{4.8}
\end{align*}
$$

It is clear that

$$
\begin{aligned}
& \widehat{\alpha}_{i j} \geq 0, \quad i, j=1, \ldots, K+1 \\
& \sum_{j=1}^{K+1} \widehat{\alpha}_{i j}=1, \quad i=1, \ldots, K+1
\end{aligned}
$$

Let $\widehat{\pi}=\left(\widehat{\pi}_{i}\right)$ be a $(K+1)$-row vector which is defined by

$$
\begin{align*}
\widehat{\pi} & =\pi X \\
& =\left(\pi_{1}, \ldots, \pi_{K-1}, a \cdot \pi_{K}, b \cdot \pi_{K}\right) \tag{4.9}
\end{align*}
$$

then it is obvious that

$$
\begin{gathered}
\widehat{\pi}_{i} \geq 0, \quad i=1, \ldots, K+1 \\
\sum_{i=1}^{K} \widehat{\pi}_{i}=1 .
\end{gathered}
$$

Let $\widehat{\theta}=\left(\widehat{\theta}_{i}\right)$ be a $K+1$-column vector which is defined by

$$
\begin{align*}
\widehat{\theta} & =Y \theta \\
& =\left(\theta_{1}, \ldots, \theta_{K-1}, \theta_{K}, \theta_{K}\right)^{T} \tag{4.10}
\end{align*}
$$

and for $y \in \mathcal{Y}, \widehat{B}(y)$ be a $(K+1) \times(K+1)$-diagonal matrix defined by

$$
\widehat{B}(y)=\left(\begin{array}{ccccc}
f\left(y, \theta_{1}\right) & 0 & \cdots & 0 & 0  \tag{4.11}\\
0 & f\left(y, \theta_{2}\right) & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & f\left(y, \theta_{K}\right) & 0 \\
0 & 0 & \cdots & 0 & f\left(y, \theta_{K}\right)
\end{array}\right)
$$

Notice that

$$
X \widehat{B}(y)=B(y) X, \quad \forall y \in \mathcal{Y}
$$

Let $\widehat{\phi}=(K+1, \widehat{A}, \widehat{\pi}, \widehat{\theta})$, then $\widehat{\phi} \in \Phi_{K+1}$ and by Lemma 4.6, $\phi \sim \widehat{\phi}$.
From the proof of Lemma 4.9, for $\phi \in \Phi_{K}$, there are infinitely many $\widehat{\phi} \in \Phi_{K+1}$ depending on how $a$ and $b$ were chosen, such that $\phi \sim \widehat{\phi}$. So we have the following corollary.
Corollary 1. For $\phi \in \Phi_{K}$, there are infinitely many $\widehat{\phi} \in \Phi_{K=1}$ such that $\phi \in \widehat{\phi}$.

Lemma 4.10. For any $K \in \boldsymbol{N}$ and $\phi=(K, A, \pi, \theta) \in \Phi_{K}$, where $\pi$ is a stationary probability distribution of $A$, then there is $\phi=(K+$ $1, \widehat{A}, \widehat{\pi}, \widehat{\theta}) \in \Phi_{K+1}$ such that :

1. $\widehat{\pi}$ is a stationary distribution of $\widehat{A}$.
2. $\widehat{\phi} \sim \phi$.

## Proof :

Let $\phi=(K, A, \pi, \theta) \in \Phi_{k}$, where $\pi$ is a stationary probability distribution of $A$. Let $\widehat{\phi}=(K+1, \widehat{A}, \widehat{\pi}, \widehat{\theta}) \in \Phi_{K+1}$ as in the proof of Lemma 4.9, hence $\phi \sim \widehat{\phi}$. Since $\pi$ is a stationary probability distribution of $A$, then

$$
\pi A=A
$$

implying

$$
\begin{aligned}
\widehat{\pi} \widehat{A} & =\pi X Y A X \\
& =\pi I_{K} A X \\
& =\pi A X \\
& =\pi X \\
& =\widehat{\pi}
\end{aligned}
$$

So $\widehat{\pi}$ is a stationary probability distribution of $\widehat{A}$.

Remarks 4.11. In Lemma 4.10, if $\pi_{i}>0$, for $i=1, \ldots, K$, then by choosing $a, b>0$ in matrix $X$, we have $\widehat{\pi}_{i}>0$, for $i=1, \ldots, K+1$.

Let $\phi=(K, A, \pi, \theta) \in \Phi_{K}$, then by Lemma 3.4 of [4], the conditional density function of $Y_{1}, \ldots, Y_{n}$, given $X_{1}=i, i=1, \ldots, K$, under $\phi$ is,

$$
p_{\phi}\left(Y_{1}, \ldots, Y_{n} \mid X_{1}=i\right)=e_{i}^{T} B\left(Y_{1}\right) M\left(Y_{2}\right) \cdots M\left(Y_{n}\right) e
$$

Define,

$$
q_{\phi}\left(Y_{1}, \ldots, Y_{n}\right)=\max _{1 \leq K} p_{\phi}\left(Y_{1}, \ldots, Y_{n} \mid X_{1}=i\right)
$$

Lemma 4.12. For any $K \in \boldsymbol{N}$ and $\phi \in \Phi_{K}$, there is $\widehat{\phi} \in \Phi_{K+1}$, such that:

1. $\phi \sim \widehat{\phi}$.
2. $q_{\phi}\left(Y_{1}, \ldots, Y_{n}\right)=q_{\hat{\phi}}\left(Y_{1}, \ldots, Y_{n}\right), \quad$ for every $n \in \boldsymbol{N}$.

## Proof :

Let $\phi=(K, A, \pi, \theta) \in \Phi_{K}$. Let $\widehat{\phi}=(K+1, \widehat{A}, \widehat{\pi}, \widehat{\theta}) \in \Phi_{K+1}$ as in the proof of Lemma 4.9, then $\widehat{\phi} \sim \phi$. Notice that from definition of $X$ in (4.7),

$$
\begin{equation*}
\widehat{e}_{i}^{T}=e_{i}^{T} X, \quad \text { for } \quad \mathrm{i}=1, \ldots, \mathrm{~K}-1 . \tag{4.12}
\end{equation*}
$$

Therefore by (4.12) and Lemma 3.4 of [4], for $i=1, \ldots, K-1$,

$$
\begin{align*}
p_{\hat{\phi}}\left(Y_{1}, \ldots, Y_{n} \mid X_{1}=i\right) & =\widehat{e}_{i}^{T} \widehat{B}\left(Y_{1}\right) \widehat{M}\left(Y_{2}\right) \cdots \widehat{M}\left(Y_{n}\right) \widehat{e} \\
& =e_{i}^{T} X \widehat{B}\left(Y_{1}\right) Y M\left(Y_{2}\right) X \cdots Y M\left(Y_{n}\right) X Y e \\
& =e_{i}^{T} B\left(Y_{1}\right) X Y M\left(Y_{2}\right) X \cdots Y M\left(Y_{n}\right) X Y e \\
& =e_{i}^{T} B\left(Y_{1}\right) I_{K} M\left(Y_{2}\right) I_{K} \cdots I_{K} M\left(Y_{n}\right) I_{K} e \\
& =e_{i}^{T} B\left(Y_{1}\right) M\left(Y_{2}\right) \cdots M\left(Y_{n}\right) e \\
& =p_{\phi}\left(Y_{1}, \ldots, Y_{n} \mid X_{1}=i\right) \tag{4.13}
\end{align*}
$$

Since by (4.8), the $K$-th and $K+1$-th rows of $\widehat{A}$ are the same and $\widehat{\theta}_{K}=\widehat{\theta}_{K+1}$, then by Lemma 3.4 of [4],

$$
\begin{align*}
& p_{\widehat{\phi}}\left(Y_{1}, \ldots, Y_{n} \mid X_{1}=K\right) \\
& \quad=f\left(Y_{1}, \widehat{\theta}_{K}\right) \sum_{x_{2}=1}^{K+1} \cdots \sum_{x_{n}=1}^{K+1} \widehat{\alpha}_{K, x_{2}} f\left(Y_{2}, \widehat{\theta}_{x_{2}}\right) \prod_{t=3}^{n} \widehat{\alpha}_{x_{t-1}, x_{t}} f\left(Y_{t}, \widehat{\theta}_{x_{t}}\right) \\
& \quad=f\left(Y_{1}, \widehat{\theta}_{K+1}\right) \sum_{x_{2}=1}^{K+1} \cdots \sum_{x_{n}=1}^{K+1} \widehat{\alpha}_{K+1, x_{2}} f\left(Y_{2}, \widehat{\theta}_{x_{2}}\right) \prod_{t=3}^{n} \widehat{\alpha}_{x_{t-1}, x_{t}} f\left(Y_{t}, \widehat{\theta}_{x_{t}}\right) \\
& \quad=p_{\widehat{\phi}}\left(Y_{1}, \ldots, Y_{n} \mid X_{1}=K+1\right) . \tag{4.14}
\end{align*}
$$

Also notice that for $a, b \geq 0$ and $a+b=1$,

$$
\begin{equation*}
a \widehat{e}_{K}^{T}+b \widehat{e}_{K=1}^{T}=e_{K}^{T} X, \tag{4.15}
\end{equation*}
$$

then by (4.15) and Lemma 3.4 of [4],

$$
\begin{align*}
& a p_{\widehat{\phi}}\left(Y_{1}, \ldots, Y_{n} \mid X_{1}=K\right)+b p_{\widehat{\phi}}\left(Y_{1}, \ldots, Y_{n} \mid X_{1}=K+1\right) \\
& \quad=a \widehat{e}_{K}^{T} \widehat{B}\left(Y_{1}\right) \widehat{M}\left(Y_{2}\right) \cdots \widehat{M}\left(Y_{n}\right) \widehat{e}+b \widehat{e}_{K}^{T} \widehat{B}\left(Y_{1}\right) \widehat{M}\left(Y_{2}\right) \cdots \widehat{M}\left(Y_{n}\right) \widehat{e} \\
& \quad=\left(a \widehat{e}_{K}^{T}+b \widehat{e}_{K}^{T}\right) \widehat{B}\left(Y_{1}\right) \widehat{M}\left(Y_{2}\right) \cdots \widehat{M}\left(Y_{n}\right) \widehat{e} \\
& \quad=e_{K}^{T} X \widehat{B}\left(Y_{1}\right) Y M\left(Y_{2}\right) X \cdots Y M\left(Y_{n}\right) X Y e \\
& \quad=e_{K}^{T} B\left(Y_{1}\right) X Y M\left(Y_{2}\right) X \cdots Y M\left(Y_{n}\right) X Y e \\
& \quad=e_{K}^{T} B\left(Y_{1}\right) I_{K} M\left(Y_{2}\right) I_{K} \cdots I_{K} M\left(Y_{n}\right) I_{K} e \\
& \quad=e_{K}^{T} B\left(Y_{1}\right) M\left(Y_{2}\right) \cdots M\left(Y_{n}\right) e \\
& \quad=p_{\phi}\left(Y_{1}, \ldots, Y_{n} \mid X_{1}=K\right) . \tag{4.16}
\end{align*}
$$

Since $a, b \geq 0$ and $a+b=1$, then from (4.14) and (4.16),

$$
\begin{equation*}
p_{\widehat{\phi}}\left(Y_{1}, \ldots, Y_{n} \mid \hat{X}=i\right)=p_{\phi}\left(Y_{1}, \ldots, Y_{n} \mid X_{1}=K\right), \quad \text { for } i=K, K+1 \tag{4.17}
\end{equation*}
$$

From (4.13) and (4.17),

$$
\begin{aligned}
q_{\phi}\left(Y_{1}, \ldots, Y_{n}\right) & =\max _{1 \leq i \leq K} p_{\phi}\left(Y_{1}, \ldots, Y_{n} \mid X_{1}=i\right) \\
& =\max _{1 \leq i \leq K+1} p_{\widehat{\phi}}\left(Y_{1}, \ldots, Y_{n} \mid X_{1}=i\right) \\
& =q_{\widehat{\phi}}\left(Y_{1}, \ldots, Y_{n}\right)
\end{aligned}
$$

By Lemma 4.9, we can define an order $\prec$ in $\left\{\Phi_{K}\right\}$.

Definition 4.13. Define an order $\prec$ on $\left\{\Phi_{K}\right\}$ by

$$
\Phi_{K} \prec \Phi_{L}, \quad K, L \in \boldsymbol{N},
$$

if and only if for every $\phi \in \Phi_{K}$, there is $\widehat{\phi} \in \Phi_{L}$ such that $\phi \sim \widehat{\phi}$.
As a consequence of Lemma 4.9, Lemma 4.14 follows.

Lemma 4.14. For every $K \in N$,

$$
\Phi_{K} \prec \Phi_{K+1} .
$$

From Lemma 4.14, the families of hidden Markov models represented by $\left\{\Phi_{K}\right\}$ are nested families as shown in Figure 1.
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